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Abstract
Scene text recognition (STR) is the task of recognizing

great advances in STR methods, current methods still
fail to recognize texts in arbitrary shapes, such as heav-
ily curved or rotated texts, which are abundant in daily life
(e.g. restaurant signs, product labels, co
This paper introduces a novel architecture to recog
texts arbitrary shapes, named Self-Attention Text Recog-
nition Network (SATRN), which is inspired by the Trans-
former. SATRN utilizes the self-attention mechanism to de-
scribe two-dimensional (2D) spatial dependencies of charac-
ters in a scene text image. Exploiting the full-graph propa-
gation of self-attention, SATRN can recognize texts with ar-
bitrary arrangements and large inter-character spacing. As a
result, SATRN outperforms existing STR models by a large
margin of 5.7 pp on average in “irregular text” benchmarks.
We provide empirical analyses that illustrate the inner mech-
anisms and the extent to which the model is applicable (e.g.
rotated and multi-line text). We will open-source the code.

Introduction

Scene text recognition (STR) addresses the following prob-
lem: given an image patch tightly containing text taken from
natural scenes (e.g. license plates and posters on the street),
what is the sequence of characters? (Zhu, Yao, and Bai 2016;
Long, He, and Ya 2018) Applications of deep neural net-
works have led to great improvements in the performance of
STR models (Shi et al. 2016: Lee and Osindero 2016: Yane
ctal. 2017, C

Bai et al. 201lo,. suvy pruny vommvie o vonrviuuoe

neural network (CNN) feature extractor, designed for ab-

On Recognizing Texts of Arbitrary Shapes with 2D Self-

Attention.pdf
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Figure 1: Texts of arbitrary shapes: remaining challenges for scene
text recognition.

FezNet
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2D feature map
(a) SAR (Li et al., 2019)
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2D feature map

(b) SATRN (Ours)

2D feature map

Figure 2: SATRN addresses the text images of difficult shapes
(curved “BMW™ logo) by adopting a self-attention mechanism,
while keeping intermediate feature maps two dimensional. SATRN
thus models long-range dependencies spanning 2D space, a feature
necessary for recognizing texts of irregular geometry.

interpreting texts with arbitrary shapes, which are important

challenges in realistic deployment scenarios.
Realizine the sionificance and diffienltv of recognizing
as put more
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maining challenge for STR is the recognition of texts with
arbitrary shapes. To address this problem, we have pro-
posed the Self-Attention Text Recognition Network (SATRN ).
By allowing long-range dependencies through self-attention
layer, SATRN 1s able to sequentially locate next characters
even if they do not follow canonical arrangements. We have
made several novel modifications on the Transformer archi-
tecture to adapt it to STR task. We have achieved thL new
state of the art performances on mcnular text rgg
hLmhmarlu with great margy _

SATRN has shown particular 7~
more controlled experiments on rotated ‘and multi-Tme TexTs,
ones that constitute the future STR challenges. We will open
source the code.
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maining challenge for STR is the recognition of texts with
arbitrary shapes. To address this problem, we have pro-
posed the Self-Attention Text Recognition Network (SATRN).
By allowing long-range dependencies through self-attention
layer, SATRN 1s able to sequentially locate next characters

even if they do not follow canonical arrangements. We have

made several novel modifications on the Transformer archi-
tecture to adapt it to STR task. We have achieved the new
state of the art performances on irregular text recognition
benchmarks with great margin (5.7 pp boost on average).

SATRN has shown particularly good performance on our

more controlled experiments on rotated and multi-line texts,
ones that constitute the future STR challenges. We will open
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Figure 1: Texis of arbitrary shapes: remaining challenges for scene
text recognition,
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